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Abstract Deep neural networks have demonstrated
remarkable recognition results on video classification,
however great improvements in accuracies come at the
expense of large amounts of computational resources.
In this paper, we introduce LiteEval for resource ef-
ficient video recognition. LiteEval is a coarse-to-fine
framework that dynamically allocates computation on
a per-video basis, and can be deployed in both online
and offline settings. Operating by default on low-cost
features that are computed with images at a coarse
scale, LiteEval adaptively determines on-the-fly when
to read in more discriminative yet computationally ex-
pensive features. This is achieved by the interactions of
a coarse RNN and a fine RNN, together with a condi-
tional gating module that automatically learns when to
use more computation conditioned on incoming frames.
We conduct extensive experiments on three large-scale
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video benchmarks, FCVID, ActivityNet and Kinetics,
and demonstrate, among other things, that LiteEval
offers impressive recognition performance while using
significantly less computation for both online and offline
settings.

Keywords Conditional computation · Video classifica-
tion · Efficient recognition

1 Introduction

Recent years have witnessed tremendous progress of
Convolutional Neural Networks (CNNs) in a multitude
of computer vision tasks like image classification (He
et al., 2015; Xie et al., 2017; Hu et al., 2018), object
detection (He et al., 2017; Ren et al., 2015), action
recognition (Wang et al., 2018a, 2016; Feichtenhofer
et al., 2019), etc. However, the stunning performance
of CNN models are accompanied by increased network
depth and model parameters, which limits their deploy-
ment in many real-world applications that are oftentimes
resource-constrained such as online image/video recog-
nition services, autonomous cars, navigation robots, etc.
Promising solutions to mitigate this issue include neural
network pruning/compression (Chen et al., 2015; Raste-
gari et al., 2016; Li et al., 2017) and compact/efficient ar-
chitecture design suitable for embedded devices (Howard
et al., 2017; Iandola et al., 2016; Feichtenhofer, 2020;
Tran et al., 2015). However, these approaches treat all
samples equally, and generate one-size-fits-all models
that allocate the same amount of computation regardless
of sample complexity.

While lightweight/compact networks usually achieve
good results when classifying the majority of samples,
much deeper and computationally expensive models, if
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not an ensemble of models, are required to achieve com-
petitive performance on challenging benchmarks like
ImageNet (Deng et al., 2009) and COCO (Lin et al.,
2014)—they are often better at recognizing corner cases
that lie in the tail of the data distribution (Liu et al.,
2019). It is worth pointing out the computational cost
of CNNs is also highly related to the input resolution of
the model besides the depth of the model. For instance,
when running inference with a ResNet-101 network on
spatially downsampled images (112× 112), 74% of com-
putation can be saved (measured by giga floating point
operations) with reasonable recognition results com-
pared to the standard setting where images with a size
of 224× 224 are used.

Inspired by these observations, in this paper, we ask
the following question: can we design a framework with
modules of different complexity operating on different
image scales and then can we learn to automatically
activate the desired module conditioned on input sam-
ples with an aim to save computation while offering
reliable recognition results? The intuition behind is that
low-cost modules are used by default to classify easy
samples (e.g., images with centered objects and front-
facing views) using coarse scale inputs, while powerful
yet computationally expensive modules are activated
only when necessary to examine finer details to cope
with hard samples (e.g., images with occlusion and clut-
tered background). The idea is conceptually similar to
human perception mechanisms—we pay more attention
to complex scenarios while for most objects we can
recognize them easily with a glance.

With this in mind, we explore the problem of adap-
tively allocating computational resources on a per-input
basis for resource efficient video recognition. The reasons
that we consider video recognition with constrained re-
sources are two-folds: (1) Video recognition is much more
computationally intensive compared to image recogni-
tion due to the additional temporal dimension in video
data. As a result, developing resource efficient video
recognition systems is critical, as computation relates
to energy consumption, which should be minimized to
be cost-effective and environmental-friendly. (2) There
are large intra-class and inter-class variations in video
data, and hence computational resources required are
expected to differ conditioned on video content. For
example, a highly confident prediction can be com-
puted by simply observing a single frame for videos that
contain relatively static objects (e.g., “panda” and “gi-
raffe”) and scenes (e.g., “forest” and “sea”). On the other
hand, for motion/action-intensive videos, more frames
are demanded to differentiate fine-grained categories
like “drinking beer” from “drinking tea”. In addition,
even for videos within the same category, computational

resources required to make correct predictions are differ-
ent. For instance, sports videos that are professionally
recored usually contain less camera motion compared
to user-generated videos produced by hand-held mobile
devices or ego-centric cameras.

In this paper, we introduce LiteEval, a coarse-to-
fine framework that dynamically allocates computation
conditioned on incoming video frames, suitable for both
online and offline video classification. LiteEval op-
erates on coarse information for low-cost evaluation
by default and takes in fine information that is com-
putationally expensive to obtain only when necessary.
More specifically, LiteEval consists of a coarse RNN, a
fine RNN and a conditional gating module. The coarse
RNN takes in features derived from downsampled image
frames (coarse information) with a lightweight CNN
model; the fine RNN, on the other hand, examines
incoming frames more carefully to obtain finer details
(fine information) with a more powerful CNN. The condi-
tional gating module dynamically decides the granularity
of information to use. Given a sequence of video frames,
LiteEval, at each time step, extracts coarse features
from the current downsampled video frame and updates
the hidden states of the coarse RNN to model temporal
information over time. The conditional gating module
then decides whether further examination is needed to
obtain detailed information of the current input. If it
chooses to use more computation, fine features are then
computed with the computationally expensive CNN and
fed into the fine RNN for temporal modeling; otherwise,
the coarse RNN and the fine RNN are synchronized such
that the fine RNN encompasses all information seen so
far to make predictions. Then, LiteEval analyzes the
next incoming frame. LiteEval processes video frames
in a recurrent and efficient manner and can be deployed
in both online and offline scenarios. Figure 1 gives an
overview of the framework.

We evaluate our approach on three large-scale video
datasets for generic video classification (FCVID (Jiang
et al., 2018)), “untrimmed” activity recognition (Activ-
ityNet (Heilbron et al., 2015)), and “trimmed” action
recognition (Kinetics (Kay et al., 2017)). We consider
video recognition under both online and offline settings.
We show that, for offline video recognition, LiteEval
offers accuracies that are on par with the strong and
popular uniform sampling strategy while requiring sig-
nificantly less computation, and it also achieves better
results than efficient video recognition approaches in
recent literatures (Yeung et al., 2016; Fan et al., 2018).
We also demonstrate LiteEval can be effectively de-
ployed for online video recognition to accommodate
different computational budgets. Furthermore, we show
that LiteEval is compatible with state-of-the-art video
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Fig. 1 An overview of the proposed framework. At each time step, coarse features are computed with a lightweight
CNN and are then used together with historical information to decide whether more careful examination for the current frame
is needed. If further inspection is required, fine features are computed as inputs to the fine RNN; otherwise the two RNNs are
synchronized. See texts for more details.

backbones and we provide qualitative evidence that fine
feature usage differs for samples in different categories
and within the same class.

A preliminary version of this paper appeared in (Wu
et al., 2019b). The current paper contains a thorough
review of recent literatures on efficient video analysis;
more detailed descriptions of the approach; more anal-
ysis on online video recognition; new experiments of
using different recurrent neural networks in addition to
LSTMs; new experiments with modern state-of-the-art
2D and 3D backbones, demonstrating that LiteEval
is a generic framework; additional experiments on Ki-
netics (Kay et al., 2017) and Breakfast (Kuehne et al.,
2014).

2 Related Work

Video Classification. Extensive study has been con-
ducted on designing effective and robust models for
video classification, where the typical design principles
to date focus on equipping deep neural networks for
2D tasks, e.g. image classification, with the ability for
temporal modeling across different video frames. One
line of research applies 2D image models directly to
multiple frames and then temporally aggregates frame-
level features with pooling (Simonyan and Zisserman,
2014; Wang et al., 2016; Feichtenhofer et al., 2016) and
recurrent networks (Ng et al., 2015; Donahue et al.,

2015; Li et al., 2016). Another direction expands 2D
models to 3D models by replacing 2D convolutions with
their 3D counterparts that jointly model temporal and
spatial semantics and applies 3D networks to stacked
frames (Tran et al., 2015; Kay et al., 2017; Tran et al.,
2018; Qiu et al., 2017; Feichtenhofer et al., 2019; Feicht-
enhofer, 2020). Inputs such as optical flow are also uti-
lized to provide explicit temporal information in existing
approaches (Simonyan and Zisserman, 2014; Wang et al.,
2016). Despite achieving superior classification perfor-
mance on standard benchmarks, current state-of-the-
art video classification models are extremely resource-
demanding mainly due to the computationally heavy
model architectures and a large number of uniformly
sampled input frames/snippets for all videos, which we
posit is an overkill for easy samples. Our approach aims
at dynamically allocating computational resources on a
per-input basis—lower-resolution inputs and lightweight
CNNs are utilized by default and finer information is
used only when necessary, aiming to save computational
resources while offering reliable classification accuracies.
Conditional Computation. The idea of conditional
computation has been widely explored in the image do-
main. Earlier methods like cascaded classifiers (Viola
and Jones, 2004) are proposed to save computation by
quickly rejecting easy negative candidates for face de-
tection. Many adaptive computation approaches have
also been developed in deep neural networks recently
by learning to switch decision branches with different
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computational cost, including skipping layers (Wang
et al., 2018b; Veit and Belongie, 2018; Wu et al., 2018b)
or selecting channels (Bejnordi et al., 2020; Lin et al.,
2017) in a large network dynamically, or performing
early exiting with auxiliary heads conditioned on in-
puts (Huang et al., 2018b; Bolukbasi et al., 2017). There
are also several recent approaches learning to choose dif-
ferent resolutions (Yang et al., 2020; Uzkent and Ermon,
2020) or select salient regions out of the entire image as
input for faster inference (Najibi et al., 2019; Gao et al.,
2018). While related to these approaches, our method
focuses on the task of video classification and learns
to dynamically determine whether to use computation-
ally expensive components like high-resolution inputs
and powerful backbone architectures in a network on a
per-input basis.
Efficient Video Analysis. While most work focuses
on improving video classification performance by design-
ing robust models, some recent attempts have also been
made for efficient video analysis (Zhang et al., 2016; Wu
et al., 2018a; Fan et al., 2018; Yeung et al., 2016; Wu
et al., 2019c; Korbar et al., 2019; Zolfaghari et al., 2018;
Tran et al., 2018; Feichtenhofer, 2020). Several light-
weight modules for efficient temporal modeling have
been introduced such as a relational module in (Zhou
et al., 2018) and a temporal shift module in (Lin et al.,
2019). Recent advances in efficient 2D CNNs such as
group convolutions (Howard et al., 2017; Sandler et al.,
2018) are also explored in the video domain (Tran et al.,
2018; Chen et al., 2018; Tran et al., 2019). More re-
cently, some lightweight 3D CNNs are proposed to save
computation (Tran et al., 2018, 2019; Feichtenhofer,
2020). However, these approaches all use a fixed set of
parameters regardless of the complexity of input videos.
In contrast, LiteEval is a general dynamic inference
framework for efficient video classification, leveraging
RNNs to aggregate temporal information and making
feature usage decisions over time. Our method is by de-
sign complementary to 3D CNNs, as the input features
can be easily replaced by the snippet-level feature from
3D CNNs, as will be shown in our experiments.

Apart from designing efficient network architectures,
adaptive computation is also explored in some existing
work. (Yeung et al., 2016) utilize policy gradient meth-
ods to train an agent that selects informative frames
and predicts when to stop inference for action detec-
tion. A fast forward agent is introduced by Fan et al.
that decides how many frames to skip at a certain time
step (Fan et al., 2018). While being conceptually sim-
ilar, i.e. targeting at skipping redundant frames, our
framework is easier to train than policy search meth-
ods (Fan et al., 2018; Yeung et al., 2016) as it is fully
differentiable. Moreover, our framework is suitable for

not only offline inference but also online settings taking
video streams as inputs, since the framework does not
require access to future frames.

3 Approach

LiteEval consists of a coarse RNN and a fine RNN
that work cooperatively, operating on visual information
at different scales. It also contains a conditional gating
module which learns to switch between different feature
scales conditioned on inputs. More specifically, taking in
a sequence of video frames, LiteEval aims to learn, at
each time step, whether to obtain finer details by com-
puting discriminative features on high resolution inputs.
The decision is made based on historical information
and a quick glance of the current frame at a coarse
scale. This results in a model that operates on low-cost
features by default and computes high-cost features only
when necessary to take in fine details. The framework is
optimized in an end-to-end manner to reduce the overall
computational cost while offering reliable recognition
results. Below, we elaborate different components of
the framework, and introduce the optimization for the
framework.

3.1 A Coarse-to-Fine Framework

Coarse RNN. The coarse RNN takes in low-cost fea-
tures that are computed at a coarse image scale us-
ing a lightweight CNN model (see Sec. 4.1 for details),
glimpsing over incoming video frames efficiently for an
overview of the video. More specifically, at t-th time
step, the lightweight CNN model first computes features
vct on downsampled video frames. The coarse features
are then used in combination with hidden states from
the previous time step hct−1 as inputs to the coarse RNN,
outputting hidden states of the current step hct :

hct = cRNN(vct , h
c
t−1). (1)

It is worth pointing out the RNN here can be instanti-
ated with different types of recurrent networks such as
LSTMs (Hochreiter and Schmidhuber, 1997), GRU (Cho
et al., 2014) and SRU (Lei et al., 2017), as will be shown
in the experiments. We mainly use LSTMs in our paper,
in which hct additionally contains cell states. Without
loss of generality, we use hct to denote all hidden states.
Conditional gating module. The coarse RNN ob-
serves incoming video frames quickly without consuming
too much computation, however this is not sufficient as
important details that are needed to differentiate subtle
actions are neglected. For instance, finer details are re-
quired to separate fine-grained categories like “drinking
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tea” and “drinking coffee”. To remedy this, LiteEval
uses a conditional gating module to dynamically de-
cide whether more discriminative information is needed
from the current video frame. In particular, the gating
module contains a one-layer MLP that computes the
unnormalized probability to extract fine features at a
high resolution with a more powerful CNN model:

bt ∈ R2 = W>
g [vct ,h

f
t−1]. (2)

Here Wg denotes the weight matrix for the conditional
gate, hft−1 denotes the hidden states for the fine RNN
(as will be discussed below) from the previous time step,
and [ , ] represents the concatenation of features. Since
the gating module aims to learn whether to compute
features at a finer scale based on bt, this requires making
binary decisions, which is non-differentiable and thus
hard to optimize in supervised frameworks. Here, we
define a Bernoulli random variable Bt to make decisions
through sampling from bt. We will introduce how to
learn such a parameterized gating function in detail in
Section 3.2.
Fine RNN. When the gating module decides to exam-
ine the current video frame more carefully (i.e., Bt = 1),
we then compute more discriminative features with a
computationally expensive CNN using high resolution
inputs. The features are further input to the fine RNN
for temporal modeling. More specifically, fine and coarse
features of the current time step, i.e., vft and vct re-
spectively, are concatenated with previous hidden states
hft−1 as inputs to the fine RNN to produce current
hidden states:

h̃ft =fRNN([vct ,v
f
t ], h

f
t−1) (3)

hft =(1−Bt)hft−1 +Bth̃
f
t . (4)

If the gating module decides to skip high resolution
inputs (i.e., Bt = 0), LiteEval reuses hidden states
from the previous time step to save computation.
Synchronizing the cRNN with the fRNN. The coarse
CNN takes in low-cost features for each incoming video
frame, and thus it contains all available information
seen so far. On the other hand, the fine RNN only con-
tains knowledge from high resolution frames determined
by the conditional module. One can consider the fRNN
stores fine-grained details while the cRNN provides con-
text information from all seen frames. For improved
recognition performance, we wish to use information
seen in both RNN models. Since these two RNN models
are asynchronous (the coarse RNN runs faster and is
always ahead of the fine RNN, observing more frames),
directly concatenating their hidden states is not feasible.

Instead, we simply synchronize them by a copy opera-
tion. More specifically, at the t-th step, when the gating
module opts out of the computation of fine features (i.e.,
Bt = 0 in Equation 4), instead of using hft−1 directly,
we synchronize the hidden states by copying:

hft = [hct ,ht−1(D
c + 1 : Df )], if Bt = 0, (5)

where Dc and Dfdenote the dimension of hc and hf ,
respectively (we assume the Dc < Df ). As a result, the
hidden states in the fine RNN contains all information
seen so far and can be readily used to emit predictions
at any time:

pt = softmax(W>
p hft ), (6)

where pt represents the prediction of the t-th step and
Wp is the weights for the classifier.

3.2 Optimization

We denote Θ = {ΘcRNN, ΘfRNN, Θg} as all trainable pa-
rameters in the framework, where ΘcRNN and ΘfRNN are
the parameters in the coarse and fine RNNs, respec-
tively and Θg are parameters for the conditional gating
module 1. During training, LiteEval uses predictions
from the last time step T as the video-level predictions,
and it is trained to optimize the following loss function:

minimize
Θ

EBt∼Bernoulli(bt;Θg)
(x,y)∼Dtrain

[− y log(pT (x;Θ)) (7)

+λ(
1

T

T∑
t=1

Bt − γ)2],

where x and y represent a video and its correspond-
ing one-hot label vector sampled from the training set
Dtrain. The first term is a standard cross-entropy loss
for classification and the second term constrains the
usage of fine features to a predefined target γ, where
1
T

∑T
t=1Bt is the fraction of the number of times fine fea-

tures are used over the entire time horizon. In addition,
λ controls the trade-off between recognition accuracy
and computational cost.

However, directly solving Equation 7 is challenging
since determining whether to use fine features from
high resolution inputs requires making binary decisions
through sampling from a Bernoulli distribution parame-
terized by Θg. One approach to address this is to solve
the optimization in Equation 7 in a reinforcement learn-
ing framework—defining states and actions and then
associating each action taken with a carefully designed
reward. The reinforcement learning framework can be
trained with policy gradient methods (Sutton and Barto,

1 We absorb the weights of the classifier Wp into ΘfRNN.
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Algorithm 1: Algorithm of LiteEval.
Input: A video stream with T time steps.

1 Initialize the weights of cRNN, fRNN and the gating
module G: ΘcRNN, ΘfRNN, Θg.

2 for t← 0 to T do
3 Compute coarse feature vc

t

4 hc
t = cRNN(vc

t , h
c
t−1)

5 Compute gating probabilities bt
6 if training then
7 Bt ∼ Gumbel-Softmax(bt)
8 else
9 Bt = argmax(bt)

10 end
11 Compute fine feature vf

t when Bt = 1
12 Synchronize two RNNs when Bt = 0

13 pt = softmax(W>p hf
t )

14 end

1998) to learn binary decisions. However, reinforcement
learning methods are generally difficult to train due to
large variance in sampling (Sutton and Barto, 1998).
In this work, we leverage a Gumbel-Max trick to make
the framework fully differentiable. In particular, given
a discrete categorical variable B̂ with class probabili-
ties P (B̂ = k) ∝ bk, where bk ∈ (0,∞) and k ≤ K

(K represents the total number of categories; K = 2
in LiteEval), the Gumbel-Max (Hazan and Jaakkola,
2012; Maddison et al., 2017) trick suggests the sampling
from a categorical distribution can be done through:

B̂ = argmax
k

(log bk +Gk). (8)

Here Gk = −log (−log (Uk)) is the Gumbel noise
and Uk denote i.i.d samples drawn from Uniform (0, 1).
While the argmax operation in Equation 8 is not differ-
entiable, we can use softmax as a continuous relaxation
of argmax (Maddison et al., 2017; Jang et al., 2017):

Bi =
exp((log bi +Gi)/τ)∑K
j=1 exp((log bj +Gj)/τ)

for i = 1, ..,K (9)

where τ is a temperature hyper-parameter governing
the discreteness in the output vector B. Consider the
extreme case when τ → 0, Equation 9 generates the
same samples as Equation 8.

At each time step, LiteEval samples from a
Gumbel-Softmax distribution parameterized by the
weights of the conditional gating module Θg, enabling
the learning of binary decisions in a fully differentiable
manner. As suggested in (Jang et al., 2017), we also
decrease the temperature from a high value to encour-
age exploration to a smaller positive value. Algorithm 1
summarizes the overall algorithm of our framework.

4 Experiments

4.1 Experimental Setup

Datasets and evaluation metrics. We evaluate
our framework on three large-scale video classification
benchmarks, i.e., FCVID, ActivityNet and Kinet-
ics. More specifically, FCVID (Fudan-Columbia Video
Dataset) (Jiang et al., 2018) consists of 91, 223 YouTube
videos (with an average duration of 167 seconds) an-
notated into 239 classes, covering popular topics like
“birthday party”, “marriage proposal”, “making pizza”,
etc. The dataset is divided into a training set with 45, 611

videos and a testing set with 45, 612 videos. While
FCVID contains generic video categories, videos in Ac-
tivityNet (Heilbron et al., 2015) are action/activity-
focused like “drinking beer”, “drinking coffee”, “fencing”,
etc. ActivityNet contains 20K videos (with an aver-
age duration of 117 seconds) belonging to 200 classes.
In our evaluation, we adopt the v1.3 split which di-
vides the dataset into a training set of 10, 024 videos,
a validation set of 4, 926 videos and a testing set of
5, 044 videos. Since labels on the testing set are not
publicly available, we report the performance on the
validation set. We use FCVID and ActivityNet since
videos in both datasets are untrimmed and are rela-
tively long, for which we believe efficient recognition
is very important. To demonstrate our framework is
also applicable to “trimmed” motion-intensive videos,
we additionally evaluate LiteEval on Kinetics (Kay
et al., 2017). Kinetics consists of “trimmed” YouTube
clips with an average duration of 10 seconds belonging
to 400 categories. Following (Feichtenhofer et al., 2019),
we use ∼240K videos for training and ∼20K videos for
evaluation.

For offline prediction on ActivityNet and FCVID,
we use mean average precision (mAP) to measure the
performance following (Heilbron et al., 2015; Jiang et al.,
2018). On Kinetics, we report top-1 accuracy follow-
ing (Kay et al., 2017). For online recognition, we report
top-1 accuracy since mAP is a ranking-based metric
based on the entire test set and is not suitable online
recognition (we do observe similar trends with both
metrics). The computational cost is measured by giga
floating point operations (GFLOPs), which is a hard-
ware independent metric.
Implementation details. To compute coarse fea-
tures, we use a lightweight MobileNetv2 (Sandler et al.,
2018) model on spatially downsampled inputs (i.e.,
112× 112). The MobileNetv2 model offers a top-1 accu-
racy of 52.3% on ImageNet when images are resized to
112× 112. For fine feature computation, we use a reso-
lution of 224× 224 for input frames to extract features.
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We mainly experiment with a ResNet-101 (He et al.,
2016) model and compute features from its penultimate
layer. The model is pretrained on ImageNet with a top-1
accuracy of 77.4% and it is further finetuned on target
datasets for improved performance. More spefically, for
both ResNet-101 and MobileNet, we use pretrained mod-
els from ImageNet and extract video frames from all the
datasets. Then, these CNN backbones are finedtuned on
target datasets as image classifcation tasks. To demon-
strate that LiteEval is a generic framework and can be
used in combination with state-of-the-art video recogni-
tion models, we additionally use two more powerful back-
bones for fine feature computations: (1) a SlowFast-8×8
network with a backbone of ResNet-50 (Feichtenhofer
et al., 2019), whose inputs are 8 stacked RGB frames
sampled uniformly from 64 frames with a stride of 8.
It obtains a top-1 accuracy of 77.0% on Kinetics (Kay
et al., 2017) and further finetuned on target datasets;
(2) a Dual Path Network (DPN-107) model (Chen et al.,
2017), which achieves a top-1 accuracy 80.3% on Im-
ageNet, and is finetuned with temporal segment net-
works (Wang et al., 2016) for temporal modeling.

Our implementation is based on PyTorch on four
NVIDIA V100 GPUs. We use Adam (Yao et al., 2012)
as the optimizer and we fix the learning rate to be
1e− 4 and set λ to 2. We use a batch of 128, 256 and
512 for ActivityNet, FCVID and Kinetics, respec-
tively. We mainly instantiate RNNs with LSTMs, and
also compare with different types of recurrent networks.
On ActivityNet, the coarse RNN and the fine RNN
respectively consists of 64 and 512 hidden units. On
FCVID and Kinetics, there are 2, 048 hidden units
in the fine RNN; the coarse RNN contains 512 and
1, 024 units, respectively. The computational cost for
MobileNetv2, ResNet-101, DPN-107, and SlowFast-8×8
is 0.08 GFLOPs, 7.82 GFLOPs, 18.34 GFLOPs, and
65.71 GFLOPs for a single frame 2, respectively. During
testing, we sample videos at 1fps for all datasets.

4.2 Main Results

In this section, we first report results of LiteEval us-
ing a standard ResNet-101 as the backbone for fine
feature computation, offering decent recognition accu-
racy with moderate computational cost. We then ex-
periment with state-of-the-art video recognition models
with better recognition accuracies but are more compute-
demanding.

2 For SlowFast, a frame indicates a snippet with 8 frames.

4.2.1 Fine Feature Computation with a ResNet-101

Offline recognition. We first evaluate LiteEval for
offline prediction and compare with the following alterna-
tive methods: (1) Uniform, which generates prediction
scores using the large CNN for 25 uniformly sampled
frames and then performs an average-pooling to obtain
video-level classification scores; (2) LSTM, which takes
in features from the large CNN and produces classifica-
tion scores using hidden states from the last time step of
an LSTM; (3) Uniform+CF, which combines predic-
tion scores from the coarse CNN and the fine CNN model
for each frame and then averages 25 frames for predic-
tion; (4) LSTM+CF, which uses concatenated coarse
and fine features as inputs to an LSTM to produce pre-
dictions; (5) FrameGlimpse (Yeung et al., 2016), which
uses an agent trained with REINFORCE (Sutton and
Barto, 1998) to choose a small number of frames for effi-
cient recognition; (6) FastForward (Fan et al., 2018),
which trains an agent to learn how many steps to jump
forward at each time step with REINFORCE (Sutton
and Barto, 1998); (7) LiteEval-RL, which is a variant
of LiteEval using REINFORCE to learn binary deci-
sions. It is worth pointing out the uniform baseline is
very strong and has been adopted by almost all CNN-
based approaches due to its simplicity and effectiveness.

Table 1 Results of different approaches for offline
video recognition. We compare LiteEval with alternative
methods on FCVID and ActivityNet.

FCVID ActivityNet

Method mAP GFLOPs mAP GFLOPs

Uniform 80.0% 195.5 70.0% 195.5
LSTM 79.8% 196.0 70.8% 195.8

Uniform+CF 80.1% 197.5 70.1% 197.5
LSTM+CF 80.1% 198.0 71.5% 197.8

FrameGlimpse 71.2% 29.9 60.2% 32.9
FastForward 67.6% 66.2 54.7% 17.2

LiteEval-RL 74.2% 245.9 65.2% 269.3
LiteEval 80.0% 94.3 72.7% 95.1

The results and comparisons of different methods are
summarized in Table 1. Compared to the uniform base-
line, we observe that LiteEval achieves 51.8% (94.3
vs. 195.5) and 51.3% (95.1 vs. 195.5) computational
savings measured by GFLOPs while offering similar or
better accuracies on FCVID and ActivityNet, re-
spectively. This confirms that LiteEval is able to save
computation by using low-cost features by default and
computing high-cost features as infrequently as possible.
We also see that LiteEval uses more computational
resources on ActivityNet than on FCVID, which
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Fig. 2 Computational cost vs. recognition accuracy
on FCVID and ActivityNet. Results different methods
for online prediction.

Fig. 3 Percentage of videos watched vs. the corre-
sponding computational cost and recognition accu-
racy on FCVID and ActivityNet for online recognition.

results from the fact that classes in ActivityNet are
action-focused whereas FCVID also includes categories
that are relatively static with fewer motion. In addi-
tion, combining coarse features to fine feature offers
slight gains on both datasets. Further, in contrast to
FrameGlimpse and FastForward that also learn
frame usage policies, LiteEval offers significantly bet-
ter accuracies although it requires more computation.
This is because FrameGlimpse and FastForward
have access to future frames (i.e., jumping to a future
time step). Instead, LiteEval decides whether to use
fine features for the current frame, allowing the frame-
work to be used not only for offline prediction but also
in online settings, as will be discussed below. We also
compare with LiteEval-RL, which instead of using
Gumbel-Softmax learns binary decisions with reinforce-
ment learning. LiteEval achieves better results than
LiteEval-RL in terms of both accuracy and computa-
tional cost, and it is also easier to optimize.
Online recognition with varying computational
budgets. Offline recognition asssumes the whole video
is available when making decisions so that multiple snip-
pets/frames can be sampled from the entire video to
emit predictions. This is not applicable in online scene-
rios where frames arrrive sequentially, i.e., the model
can only use information seen so far. After LiteEval
is trained, it can be readily used for online video recog-
nition. Since the most computationally expensive oper-
ation in the framework is to compute fine features, we
vary the number of times fine features are computed (rep-
resented by K) to accommodate different computational
budgets. This forces the model to emit predictions after
fine features have been read in for the K-th time, which
is conceptually similar to any time prediction (Huang
et al., 2018a) that assigns a budget to each testing sam-
ple. We report the top-1 recognition accuracy and the
mean computational cost on the dataset. We compare
with: (1) Uniform-K, which performs a mean-pool-

ing over predictions from K frames that are sampled
uniformly from a total of K ′ frames as the video-level
scores. Here, K ′ is the locaiton where LiteEval emits
classification scores after having read in fine features for
the K-th time. (2) Seq-K, which averages scores of K
consecutive frames.

Figure 2 summarizes the results. From the figure, we
see that LiteEval achieves the best trade-off between
computational cost and recognition accuracies on both
FCVID and ActivityNet for online video recognition.
Note that although Uniform-K is a strong baseline,
it is not feasible in the online setting since there is no
information about the length of the incoming video and
the frame rate. In addition, LiteEval achieves better
results than the straightforward frame-by-frame compu-
tation strategy Seq-K by clear margins. This highlights
the effectiveness when LiteEval is deployed online. We
also show the computation cost and recognition accuracy
with respect to the percentage of videos that are seen in
Figure 3. We see that LiteEval achieves better accura-
cies than the Uniform-K baseline while requiring less
computation on both datasets. We also observe more
computational resources are used on ActivityNet than
FCVID, which is consistent with observations in offline
settings.
Learned policies for fine feature usage. We pro-
vide analysis on the policies derived by the conditional
gating module that dynamically determines whether to
compute fine features or not. We visualize, in Figure 4,
the distribution of fine feature usage for sampled video
classes from FCVID. We observe that the number of
times fine features are read in not only varies across
different classes but also within the same category. As
fine feature computation is a direct indicator of the
overall computation, this confirms our hypothesis that
computation needed to make correct predictions is dif-
ferent conditioned on input samples. Figure 5 further
demonstrates frames selected by LiteEval to compute
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Table 2 Results of LiteEval using different backbones on FCVID and ActivityNet. Top: offline recognition.
Bottom: online recognition.

FCVID ActivityNet

mAP GFLOPs # Fine Feat mAP GFLOPs # Fine Feat

O
ffl
in
e

DPN-10 81.6% 183.40 10.00± 0.00 82.3% 183.40 10.00± 0.00
DPN-25 82.1% 458.50 25.00± 0.00 83.0% 458.50 25.00± 0.00
LiteEval 83.3% 157.90 8.00± 5.90 84.0% 193.82 9.96± 5.20

SlowFast-10 83.0% 657.10 10.00± 0.00 84.2% 657.10 10.00± 0.00
SlowFast-25 83.7% 1642.75 25.00± 0.00 85.0% 1642.75 25.00± 0.00
LiteEval 83.9% 430.98 6.39± 3.04 85.4% 546.76 8.15± 5.42

O
nl
in
e

DPN 74.8% 73.36 4.00± 0.00 59.5% 73.36 4.00± 0.00
LiteEval 76.5% 57.78 2.97± 0.18 65.7% 55.96 2.99± 0.08

DPN 78.5% 110.04 6.00± 0.00 71.8% 110.04 6.00± 0.00
LiteEval 79.4% 90.62 4.64± 0.77 71.9% 92.12 4.91± 0.37

DPN 80.6% 165.06 9.00± 0.00 80.2% 165.06 9.00± 0.00
LiteEval 81.9% 131.56 6.75± 2.51 80.2% 153.39 8.10± 2.10
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Fig. 4 The distribution of fine feature usage for sam-
pled classes on FCVID. In addition to quartiles and me-
dians, mean usage, denoted as yellow dots, is also presented.

fine features of certain videos. We see that redundant
frames without additional information are skipped and
those selected frames contain salient information for
classifying the class of interest.

4.2.2 Results on State-of-the-Art Video Models

To demonstrate that LiteEval is a generic framework,
where different backbones can be readily used. We use (1)
a DPN-107 model (Chen et al., 2017) trained with tem-
poral segment networks (Wang et al., 2016) for temporal
modeling. During training, it learns to fuse predictions
from uniformly sampled frames with a Softmax function;
during inference, the DPN-107 model is used similarly
as vanilla 2D networks; (2) a SlowFast-8×8 network (Fe-
ichtenhofer et al., 2019), which samples 8 frames from
a total of 64 frames with a stride of 8 as inputs to 3D
CNNs with two pathways. We evaluate both models
for offline video prediction; we only evaluate the DPN
model for online video prediction, since the SlowFast

network takes in stacked frames as inputs that requires
a delicate caching design to store frames.

The results are summarized in Table 2. We can
see that for offline predictions, LiteEval offers similar
or better performance compared to their counterparts
requiring less computation for both backbones. More
specifically, on FCVID, using the DPN-107 as the back-
bone, LiteEval offers an mAP of 83.3% which is better
than averaging 25 frames by 1.2%, requiring 65% less
computation. We observe similar trends with the Slow-
Fast backbone. In addition, similar observations can
be made on ActivityNet. For online predictions, we
can also see that LiteEval is also better than the
uniform baseline with different computational budgets.
This confirms that LiteEval is compatible with mod-
ern powerful architectures for both online and offline
video recognition.

# Fine feat§ 2D/3D mAP

IDT (Wang and Schmid, 2013) – – 68.7%
C3D (Tran et al., 2015) 10×16 3D 67.7%
P3D (Qiu et al., 2016) 20×16 3D 78.9%
RRA (Zhu et al., 2018) * 2D 83.4%
MARL (Wu et al., 2019a) 25×1 2D 83.8%

LiteEval (DPN) 9.96 ×1 2D 84.0%
LiteEval (SlowFast) 8.15× 8 3D 85.4%

Table 3 State-of-the-art results with different archi-
tectures on ActivityNet. *RRA takes in all frames de-
coded at 4fps; § A×B, represents uniformly sampled A snippets
for each video, and there are B frames in each snippet.

Comparisons with state-of-the-art methods on
ActivityNet. We now compare with state-of-the-
art approaches with powerful backbones for video recog-
nition on ActivityNet. The results are summarized in
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Marriage Proposal

Making Salad

Chorus Accordion Performance

Fig. 5 Frame selected (indicated by green borders) by LiteEval of sampled videos to compute fine features
in FCVID.

Table 3. We observe that LiteEval achieves competitive
performance compared to state-of-the-art models.
Results on Kinetics with SlowFast. So far we
evaluate LiteEval on ActivityNet and FCVID, both
of which contain “untrimmed” videos. We also demon-
strate that our approach can be used for “trimmed”
videos. We report our results on the Kinetics dataset
using the SlowFast backbone. During inference, we use
a single crop for evaluation and the results are presented
in Table 4. We observe that LiteEval achieves similar
top-1 accuracy but requires less computation compared
to the uniform baseline.

Table 4 Comparisons of different approaches on Ki-
netics. Here, we use a single center crop for inference.

# Fine feat GFLOPs Top-1 Acc.

SlowFast 3.00± 0.00 197.10± 0.00 74.3%
SlowFast 5.00± 0.00 328.50± 0.00 74.9%
SlowFast 10.00± 0.00 657.00± 0.00 75.2%

LiteEval 4.16± 2.20 275.91± 144.10 75.0%

Results on Breakfast with Slowfast. We also
experimented on the Breakfast dataset (Kuehne et al.,
2014) to demonstrate that our apporach is applicable to
long videos where long temporal context information is
important. The Breakfast dataset (Kuehne et al., 2014)
contains 10 human activties about breakfast prepara-
tion. There are 1, 989 videos in the dataset, collected by
52 persons performing actions in 18 different kitchens.
The average length of each video is about 140 seconds.
Activities in this dataset are complicated due to large
intra-class variations since they contain very similar
sub-actions. We adopted the “s1” split to evaluate our

approach with a SlowFast model. The results are sum-
marized in Table 5. We can see that LiteEval achieves
better performance with fewer computational resources
required. This verifies that our approach is general and
can be used to model different types of videos. Note
that compared to Kinetics, we observe fewer computa-
tional savings since the breakfast dataset requires more
temporal information.

Table 5 Comparisons of different approaches on
Breakfast. Here, we use a single center crop for inference.

# Fine feat GFLOPs Top-1 Acc.

SlowFast 3.00± 0.00 197.10± 0.00 60.6%
SlowFast 8.00± 0.00 525.60± 0.00 66.2%
SlowFast 10.00± 0.00 657.00± 0.00 68.3%

LiteEval 7.35± 0.06 497.80± 390.10 68.3%

4.3 Discussion

We now provide ablation studies and discussion to justify
design choices of different components in the framework.
Different types of recurrent networks. We
mainly use LSTMs as an “agent” not only to make
classification predictions but also make sequential gat-
ing decisions. We also experiment with two types of
recurrent networks, i.e., GRU (Cho et al., 2014) and
SRU (Lei et al., 2017). We see that SRU and LSTMs
are clearly better than GRU, since the capacity of GRU
is limited without the cell states. SRU offers better
accuracies on FCVID but requires more computation.
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Table 6 Results of different types of recurrent net-
works on ActivityNet.

DPN SlowFast

RNN mAP # Fine feat mAP # Fine feat

GRU 67.9% 8.78± 16.35 73.0% 9.44± 16.20
SRU 85.0% 12.48± 4.24 84.5% 10.19± 3.82

LSTM 84.0% 9.96± 5.20 85.4% 8.15± 5.42

Fine feature usage. We show, in Table 7, the results
of LiteEval when trained with different γ, which con-
trols the fine feature usage in the framework. We see
that using a γ of 0.05 achieves the best trade-off be-
tween computational savings and accuracies. When an
extremely small γ (e.g., 0.01) is set, the results are worse,
since it forces the model to compute fine features as
infrequently as possible to save computation and could
possibly overlook important details. Note that decent
results are achieved with smaller γ values (i.e., less or
equal than 0.1), which suggests video frames are highly
redundant.

Table 7 Results of different γ in LiteEval on
FCVID.

γ mAP GFLOPs

0.01 78.8% 75.4
0.03 79.7% 82.1
0.10 80.1% 139.0

0.05 80.0% 94.3

The synchronization of the fine RNN with the
coarse RNN. We demonstrate the effectiveness of
synchronizing the coarse RNN with the fine RNN. We
see, from Table 8 that, without updating the hidden
states of the fRNN with those of the cRNN, the perfor-
mance degrades to 65.7%. This verifies that synchro-
nization by transferring information from the cRNN to
fRNN is important as it provides information from all
visual information seen so far.

Table 8 The effectiveness of syncing LSTMs on
FCVID.

Method mAP

w/o. sync 65.7%
LiteEval 80.0%

The number of hidden units in the RNNs. We
also investigate the impact of the number of hidden
units in the coarse RNN and summarize the results in

Table 9. We observe that the performance is worse when
using a small LSTM with fewer hidden units due to lim-
ited capacity. As mentioned earlier, the most expensive
operation in the framework is to extract features from
video frames with CNN models, while LSTMs are much
more computationally efficient—it only requires 0.06%
of computation compared to the extraction of features
with a ResNet-101 model. For the fine RNN, we found
that using a size of 2, 048 offers the best results.

Table 9 Results of different sizes of LSTMs on
FCVID.

The number of units in cRNN mAP

64 76.9%
128 77.3%
256 78.3%

512 80.0%

Runtime. We report the runtime of LiteEval and
compare with LSTM, SlowFast and DPN-10. The
results are summarized in Table 10. We use a batch size
of 16 and then measure runtime by seconds per video on
a server with 2 Intel(R) Xeon(R) E5-2658 v4 2.30GHz
CPUs and 128G memory using a single NVIDIA TITAN
X GPU. We can see that LiteEval is faster compared
to alternative approaches.

Method GFLOPs Runtime mAP(seconds/video)

DPN-10 183.4 0.058 81.6

SlowFast-10 657.1 0.047 83.0
LSTM 657.3 0.061 83.1

LiteEval 430.98 0.041 83.9

Table 10 Comparisons between LiteEval with
SlowFast-10, DPN-10 and LSTM in terms of mAP,
GFLOPs and runtime on FCVID.

5 Conclusion

We introduced LiteEval, a simple yet effective frame-
work for resource-efficient video prediction in both online
and offline settings. LiteEval is a conditional compu-
tation framework that consists of a coarse RNN and
a fine RNN working cooperatively, as well as a gating
module. In particular, LiteEval uses low-cost features
computed at a coarse scale by default and adaptively
determines whether to compute more discriminative fea-
tures using high resolution inputs to obtain more details.
This is achieved by a gating module that can be learned
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in a differentiable manner with Gumbel-softmax. The
coarse RNN and the fine RNN are also synchronized
such that the fine RNN always contain information seen
so far and thus can be readily used to make predic-
tions. We conduct extensive experiments on FCVID,
ActivityNet and Kinetics for both online and offline
video recognition. The results demonstrate the effec-
tiveness of the proposed approach. For future research,
we can further prune backbone networks (Wang et al.,
2018b; He et al., 2018; Dong and Yang, 2019) to save
computation and explore Human Machine Interaction
applications (Molchanov et al., 2015; Köpüklü et al.,
2019).
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